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Abstract

Keyword Bidding in Sponsored Search Using an Estimation of Distribution Algorithm

Aparna Sundara Rajan

Chair of the Supervisory Committee:
Professor Dr Ankur Teredesai
Computing and Software Systems

Sponsored search is an important form of Internet advertising today. With very limited space available for such advertisements, search engines use an auction mechanism to divide the space among multiple advertisers. Advertisers place bids on desirable keywords, which are then ranked to determine the position of each advertiser’s ads. Determining an optimal bid is a challenge for an advertiser with a limited marketing budget. High bids can lead to higher advertising costs, and thus loss of profit, while low bids risk poor ad position, and thus loss of revenue.

In this thesis we introduce a new method for developing profitable bidding strategies over a fixed set of keywords. We evolve bidding strategies using the Markovian Learning Estimation of Distribution Algorithm (MARLEDA), a type of search algorithm that optimizes solutions through statistical modeling. To validate our method, we implemented our strategies as agents to compete in the Trading Agent Competition’s Ad Auctions (TAC/AA) game. We observed that the evolved bidding strategies were able to make a significant profit and were able to perform better than some of the leading strategies from the 2009 and 2010 TAC/AA competitions.
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Chapter 1
INTRODUCTION

When we use Google or Bing or any other search engine, we often see advertisements or “sponsored links” corresponding to our search keywords (see Figure 1.1 for an example). Advertisers buy ad space on the web pages produced by popular search engines and place advertisements to promote their products alongside the regular search results. The allocation of these advertising slots and their pricing is done via auctions run by the search engine ad platform. Since the introduction of this concept in 1998 [4], sponsored search has evolved into a major source of revenue for the search engine giants such as Google, Yahoo!, and Bing. The success of sponsored search can be attributed partly to its effectiveness at producing relevant (targeted) advertising, and partly to the appealing framework that allows even small-scale advertisers to use it easily and effectively while only paying when their ad is clicked upon.

When a user enters a keyword query into a search engine, he gets back a page with results, containing both the links most relevant to the query and the sponsored links, i.e., paid advertisements. When a user clicks on a sponsored link, he is sent to the respective advertiser’s web page. The advertiser then pays the search engine for sending the user to his web page.

As Figure 1.1 illustrates, sponsored links are typically clearly distinguishable from the actual search results. However, the visibility of a sponsored search link depends on its location (slot) on the result page. Typically, a number of advertisers naturally prefer a slot with higher visibility, i.e., towards the top of the list of sponsored links. Hence, search engines need a system for allocating the slots to advertisers and deciding on a price to be
charged to each advertiser. Due to increasing demands for advertising space, most search engines are currently using auction mechanisms for this purpose. These auctions are called \textit{sponsored search auctions}. In a typical sponsored search auction, advertisers are invited to submit bids on keywords, i.e., the maximum amount they are willing to pay for a user clicking on the advertisement displayed on the search results page when a user submits a query containing those keywords. Based on the bids submitted by the advertisers, the search engine picks a subset of advertisements along with the order in which to display them. The actual price charged, i.e., the \textit{cost per click (CPC)}, also depends on the bids submitted by the advertisers.

Due to a practically limited campaign budget for each advertiser, strategic bidding behavior plays a crucial role in sponsored search auctions. From an advertiser’s perspective, an ideal strategy has to prevent oneself from overbidding, while at the same time bidding just enough to obtain his desired position, thereby beating competing advertisers. Even though advertisers generally want to increase the number of users clicking on their ads, they don’t want user clicks that do not result in conversions (sales). For every click an advertisement receives, the advertiser is bound to pay the CPC value to the publisher (the search engine). Therefore, an ad is profitable only if the revenue from click-to-sale conversions is greater than the cost of all user clicks. Similarly, a publisher generates revenue from user clicks, and thus is interested in maximizing CPC values while maintaining a trustworthy environment for the search user and the advertiser.

In this thesis we introduce a new design for an automated intelligent bid-generating agent (i.e., an algorithm, to be implemented as a computer program) that will help an advertiser maximize his return on investment by optimizing the position his ads get and the corresponding traffic to his website.

\section*{1.0.1 Problem Statement}

In this thesis, we look at the sponsored search problem from the perspective of an advertiser. For any auction mechanism followed by the publisher, advertisers face the problem of how
Figure 1.1: Result of a search performed on Google for the query *anniversary gifts*. The sponsored search results (on the right) are clearly distinguishable from the algorithmic search results (on the left). Each time a user clicks on a sponsored link, the advertiser pays the search engine a *cost per click* (*CPC*) price for sending that user to his web page. Higher slot positions have a higher CPC.

to generate bids over time in a competitive and highly dynamic ad market. We assume that the advertiser has already selected a set of keyword queries that he wishes to place bids on, and we focus on solving the problem of coming up with the best bids for these keywords. Note that this problem is different from identifying the most profitable set of keywords among millions of available keywords as is done e.g. in [23]. In an actual search engine marketing campaign, both problems need to be solved.

*The goal of this thesis is to learn and devise an optimal bidding strategy. Such a strategy automatically determines how much to bid for a given keyword query on a given day in order to maximize profits by keeping costs per click down while achieving high conversion rates from potential customers.*

To this end we have:

- Formulated the task of finding optimal bids as a combinatorial optimization problem which aims to find near optimal solution from a set of candidate solutions that are
composed of individual parameters. These parameters are finite valued, and hence the solution space is combinatorial in the number of parameters.

- Evolved intelligent bidding strategies using an Estimation of Distribution Algorithm (EDA) and developed an algorithm to use these bidding strategies as agents that can submit meaningful bid values (see chapter 5).

- Implemented this algorithm as an agent (computer program) for participation in the an instance of Ad Auctions game of the Trading Agent Competitions (TAC/AA)\(^1\).

- Compared the performance of these evolved strategies with a set of known good strategies in this domain

- Outlined the challenges we faced and suggested improvements that could add value

\(^1\)http://www.sics.se/tac/, http://aa.tradingagents.org/
Chapter 2

TRADING AGENTS COMPETITION - AD AUCTION

To encourage the research community to develop bidding strategies, in 2009 a new game was introduced in the Trading Agent Competition (TAC), a series of international research tournaments to promote research and education in the technology underlying trading agents.

Participants, or agents in the TAC Ad Auctions game (TAC/AA) [12], representing Internet advertisers, bid for search engine advertisement placement over a range of inter-related keyword combinations. A back-end search user model translates placement over each simulated day to impressions, clicks, and sale conversions, yielding revenue for the advertiser. Advertiser strategies need to combine online data analysis and bidding tactics to compete for maximum profit over the simulated campaign horizon. The TAC/AA scenario is designed to include many of the interesting strategic aspects of sponsored search auctions, while being repeatable and computationally amenable to empirical analysis. This is why we choose to develop a bidding strategy within this framework, but the approach that we will develop will be applicable outside of the game setting too. Recall that there are three entities involved in a sponsored search scenario: users, advertisers, and a publisher (or search engine) that brings them together. The game environment simulates the behavior of the users and the search engine: the search users and the publisher follow fixed (stochastic) policies built into the game environment. The agents, on the other hand, follow policies implemented by competition entrants.

In the game, participating advertisers (agents) have an interest in the keywords Lioneer, PG, Flat, TV, Audio, and DVD. The first three correspond to the names of manufacturers, while the others are components in the home entertainment market. The game environment simulates users who launch queries that contain one, two, or none of these keywords. Mentioning neither a component nor a manufacturer is called an F0 level query. Mentioning
<table>
<thead>
<tr>
<th>Query Focus level</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(manufacturer, product)</td>
</tr>
<tr>
<td>F0</td>
<td>—, —</td>
</tr>
<tr>
<td>F1</td>
<td>(Lioneer, —), (PG, —), (Flat, —)</td>
</tr>
<tr>
<td></td>
<td>(—, TV), (—, Audio), (—, DVD)</td>
</tr>
<tr>
<td>F2</td>
<td>(Lioneer, TV), (Lioneer, Audio),</td>
</tr>
<tr>
<td></td>
<td>(Lioneer, DVD)</td>
</tr>
<tr>
<td></td>
<td>(PG, TV), (PG, Audio), (PG, DVD)</td>
</tr>
<tr>
<td></td>
<td>(Flat, TV), (Flat, Audio), (Flat, DVD)</td>
</tr>
</tbody>
</table>

Table 2.1: The 16 different query types in the TAC/AA game, with their focus levels

one or the other, but not both, is denoted an F1 level query. Mentioning both component and manufacturer is called an F2 level query. In total, there are 16 distinct queries, as illustrated in Table 2.1.

A game instance corresponds to a period of 60 days\(^1\). At the beginning of each day, each participating advertiser submits a bid for each of the 16 query kinds from Figure 2.1. In addition, each advertiser also informs the publisher of the kind of ad to display for each of the 16 query kinds: either a targeted ad mentioning a particular product, or a generic ad. Along with the bid bundles, advertisers may also submit individual daily spend limits for each of the 16 query types, as well as a limit for the total expenditure across all queries. When a spend limit is reached, the affected ads will no longer be shown to users for the rest of the current day.

After all advertisers have submitted their bids for the day, the publisher executes an ad auction for each query type to determine the ad positions and cost per click. Simulated users then issue queries, receive search results, and consider clicking on ads. When a user

\(^1\)In the game environment, the length of one such day takes a few seconds in real time
clicks on an ad, the corresponding advertiser is charged the cost per click determined by the ad auction process. The simulated user then determines whether or not to purchase a product from that advertiser. If the user makes a purchase, the event is called a conversion, and the advertiser earns revenue. As new queries are launched throughout the day, the publisher monitors the spend limits of the advertisers and reruns ad auctions as necessary.

Although every advertiser sells every product, there are two differences between individual advertisers assigned by the game environment at the beginning of each game instance. First, each advertiser specializes in a particular manufacturer and a particular component (say PG, TV). The specialization affects conversion probability and sales profit. Users with a component preference matching the advertiser’s specialization (e.g. TV) are more likely to purchase once they reach the advertiser’s landing page, i.e., the odds of conversion are higher. Furthermore, an advertiser receives a manufacturer specialist bonus for every sale of a product from the manufacturer matching its specialization (e.g. PG). Second, each advertiser is assigned a distribution capacity of low, medium, or high. This is used to model the phenomenon that if advertisers sell too much products in a short period, their inventories run short and they have to put items on backorder. As a result, shoppers will be less inclined to purchase, and conversions suffer, i.e. the odds for converting decrease. Roughly speaking, the distribution capacity of an advertiser directly relates to the number of products he can sell in an aggregation window of $W = 5$ days without risking a backorder penalty. For more details, refer to [12].

Finally, at the beginning of each day, each advertiser receives three reports based on events from the previous day, namely a daily query report from the publisher, a daily account status report from the bank, and a daily sales report from the sales analyst enumerating the sales for each of the 16 query kinds [12]. The daily query report for an advertiser contains, among other information, the average position of the slot obtained by that advertiser for each of the 16 query kinds. The reports about day d-1 are only made available after advertisers have placed their bids for day d. As a result, information about events that took place on day d-1 can be used at the earliest to influence bids for day d+1.
Chapter 3

ESTIMATION OF DISTRIBUTION ALGORITHMS

Estimation of Distribution Algorithms (EDAs) ([16],[14]) are a new approach to solving combinatorial optimization problems. EDAs are non-deterministic search algorithms that maintain a population of individuals similar to Genetic Algorithms (GAs) [9]. While in GAs crossover and mutation operations are used to produce a new population of individuals, in EDAs these operations have been replaced by the learning and sampling of a probability distribution (refer to Figure 3.1). This distribution is estimated from selected individuals of the previous population.

Such probabilistic search algorithms forgo systematic exploration of a candidate solution space in favor of randomized search strategies. Guided by an objective function, such techniques attempt to explore the search space to find near optimal solutions by building probabilistic models of promising solutions found so far [21]. However, because probabilistic search algorithms do not search the entire search space, they are generally not complete, i.e. they are not guaranteed to identify optimal solutions. In spite of this weakness, by searching only a fraction of the solution space, probabilistic search algorithms are practical methods for producing near-optimal (and occasionally optimal) solutions quickly. In classic GAs, the genetic operators such as selection, recombination and mutation work well under the assumption that high-fitness values (which is desirable) chromosomes are located ‘near’ other high-fitness chromosomes or their recombination. This assumption is generally termed as a ‘building block’ of desirable solutions. This assumption might often mislead the search space if the optimal solution is a function of dependent or correlated genes. Such dependencies can be expressed in a statistical model that can be sampled to produce the next generation of candidate solutions. EDAs address the building block problem by statistically inferring dependencies among genes. These dependencies are expressed in a statistical model, which
can then be sampled to produce a new population. Through the sampling process, EDAs are likely to preserve high-fitness combinations of alleles, making the search process more efficient. For a comparative evaluation of GAs and EDAs, see e.g. [19].

The power of these algorithms depends on two factors: (1) how appropriate the statistical model is to the domain, and (2) how well the system can learn it. The majority of EDAs incorporate models that organize domain structure in directed acyclic graphs (DAGs), such as Bayesian networks or Gaussian networks. There are many established learning mechanisms for DAGs and simple methods for sampling the resulting model. However, directed graph models are not necessarily the most natural representation of domain structure for all problems. For example, a DAG cannot represent, by definition, bi-directional or cyclic dependencies. Several researchers have proposed using undirected graph models in EDAs ([26], [25]). In particular, Markov random fields (MRFs) have been shown to be a promising basis for EDA models [27]. However, learning and sampling MRFs is more difficult than for DAGs, and had been so far constrained their implementation. MARkovian Learning EDA (MARLEDA) [2] is a new EDA that makes use of Markov Random Fields to model the domain. More on implementing this algorithm can be found in chapter 5.

In this problem of finding an optimal bidding strategy for Ad Auctions, the solution space consists of chromosomes that represent agents that are evolved through generations.
to get optimal bidding strategies. Individual genes (refer Figure 5.1) represent bid adjustments for specific advertising scenarios. We do not assume that the bid for all scenarios can be independently optimized. For example, assume that in a particular generation, a set of chromosomes that faired better than the rest of the population had a striking bias towards bidding higher for the specialty matching feature. Since each allele value in a chromosome is considered as a function of three parameters (chapter 5 and [17]), it is highly possible that the overall fitness of a chromosome that determines the bid adjustments, is influenced by combinations of allele values in it. In other words, there could be interdependencies between the genes of every chromosome that leads to a final bid value for that chromosome. Therefore, an optimization algorithm that identifies and exploits gene interdependencies should be more effective than an optimization algorithm that is ignorant of gene interdependencies. Without any specific knowledge about the structure of the interdependencies, a more generic model (undirected rather than directed) is a good starting point.

EDAs have been successfully used in complex real-world applications in place of GA based optimization systems ([20, 14]). However, application of an EDA to solve a problem with the scope of TAC/AA is completely new to the best of our knowledge.
Chapter 4

RELATED WORK

Rapid growth in the online-advertising industry and its relationship with search engines is attracting interest in the topic of online keyword based ad auctions. In a sponsored search scenario, the publisher (search engine) invites the advertisers to bid for the ad space, which is typically the position for placing their ads. Advertisers would bid based on the amount they are willing to pay to the publisher if a user clicks on their ad or if their ad is able to make an impression. A number of research work have been done towards such pricing strategies used by search engines, particularly towards per-click pricing rather than per-impression strategies [11].

Ongoing research efforts in this area include the study of sponsored search auction mechanisms with ranking of advertisements as a whole ([1], [6]) as well as the proposal of different strategies to optimize the advertisers profit. Bidding strategies in ad auctions play a critical role in deciding the revenue for advertisers. Kitts and Leblanc [13] for instance treat the problem of finding CPC offers or bids that will optimize the profit as a linear programming problem with unknown parameters that need to be estimated, such as the expected number of clicks generated by users overall, and the slot position that can be expected for a specific CPC offer. Cary et al. [7] study the revenue, convergence and robustness of greedy bidding strategies, while Liang and Qi [15] investigate cooperative and vindictive strategies. The TAC Ad Auctions game, first held in 2009, has certainly attracted more attention to this problem. Among the final competitors of the first game, the TacTex agent created by Pardoe et. al [18] at the University of Texas, Austin, estimates the full game state from limited information, such as various game parameters, and uses these estimates to make optimal action predictions. This agent was the winner at the 2009 international TAC/AA game.
Besides the work by Munsey et al. [17], who use a GA to develop an intelligent bidding strategy, several other papers have been published that give an insight into competitive strategies used in the game so far. A particularly elegant approach, developed by Vorobeychik [28], estimates the value $v$ of a click and then bids a fraction $\alpha \cdot v$ of this value, where an equilibrium value for $\alpha$ is found via simulation-based game theoretical analysis. The corresponding QuakTAC agent obtained the 4th position in the 2009 international TAC/AA game. Another approach by Greenwald et al. [5] decomposed the agents problem into a modeling sub-problem, where values such as click probability and cost per click were estimated, and an optimization sub-problem, where a bid value for given these estimates was determined. They used a mixture of rule-based algorithms and multi-choice knapsack problem (MKCP) algorithm. The corresponding Schlemazl agent obtained 2nd position in the 2010 international TAC/AA game. Chang et al., [8] developed a adaptive bid value generating strategy based on a Market-based Value per Click that is estimated based on available market reports. Their agent AstonTAC was the runner-up in the 2009 international TAC/AA game.

Although evolutionary algorithms have been used before to solve problems in auction space ([22, 24, 29] ), to the best of our knowledge, [17] is the first proposal to use Genetic Algorithm to find optimal bids for sponsored search auction. Even though their agent performed relatively well and came at fourth place in the competition, their approach motivated us to improvise the evolutionary algorithmic approach with more statistical learning and less randomness. We hope to investigate how an EDA might improve the performance. One drawback of their approach was that they had selected features (parameters that would affect advertiser’s revenue) based on intuition. We think that performance can be improved if we have a stronger learning algorithm to learn the policy and hence derive influencing features to increase revenue. Archer et al. [3] extended [17] and tried to investigate the best features that would increase advertiser’s revenue. They used data-mining tools to come up with the best features that they think would help increase revenue.

One common problem with the aforementioned GA based approaches lay in evaluating
the populations. The evaluation method used in [17] is to run a tournament of two games, between eight randomly selected chromosomes per game. After the first pair of games, a set of two more games are run with randomly selected chromosomes for each game, and the fittest chromosome is selected as the one that had highest average profit over two games. Even though this method can reveal a general trend in increasing capacity to defeat prior strategies, there are two major issues: (1) The initial population size of 16 limits the ability to effectively explore the solution space, given the size of each chromosome (Figure 5.1) (2) Fitness evaluation is a score per generation and not an absolute score over generations, which does not reveal whether a specific ranking of increasingly sophisticated strategies exist among the competing chromosomes as they evolve.
Chapter 5

EVOLVING INTELLIGENT STRATEGIES

In this chapter we formulate the keyword bidding problem as a combinatorial optimization problem by specifying the chromosome structure of candidate solutions as well as the fitness function, in the same way as one would do for a GA. We also describe the details of our application of MARLEDA to solve this optimization problem. Finally, we discuss our strategies for placing bids on the first 2 days (when no daily report information is available yet), how we choose between generic and targeted ads, and how we set spend limits.

5.1 Chromosome structure and Fitness

Each bidding strategy is evolved as a chromosome consisting of an array of real-valued genes. Each gene corresponds to a bidding situation that could occur during an Ad Auction game instance. A chromosome is mapped to an agent competing in such a game instance. When submitting a bid for query type $q$ at the beginning of game day $d$, the agent identifies the set of genes corresponding to that day’s situation. The value of a gene, its allele, is a bid adjustment value $a$ in the range $(-1, 1)$ that instructs the agent how to adopt its bid $b(q, d-1)$ for the same query type $q$ from the previous day to obtain an appropriate bid for the current day, i.e. $b(q, d) = (1 + a) \cdot b(q, d-1)$. Initially the chromosomes are populated with random values. As evolution progresses during training, the bid adjustment values are optimized for the corresponding bidding situations.

This chromosome representation effectively forms a lookup table for bid corrections, based on the current backorder situation of the advertiser, how well the query type matches with the advertiser’s specialty, and the return on investment accumulated for the query type so far. Note that the latter two features are query type specific, while the first one is not. The following subsections describe each of the features in detail.
5.1.1 Backorder feature

In the game environment, at the beginning of a game instance, an advertiser is assigned a distribution capacity of either $C = 300$ units (low), 450 units (medium), or 600 units (high), corresponding to the number of units he can sell in a sliding window of $W = 5$ days without the risk of a backorder penalty. The more an advertiser exceeds his distribution capacity within a sliding window, the smaller the odds that users will place additional orders. It seems therefore worthwhile to take into account the number of items already sold in the current sliding window. We compute this as

$$B = \left( \sum_{i=(d-2)}^{d-2} c_i \right) - C$$

where $c_i$ is the total number of conversions made by the advertiser on day $i$, a number which is readily available from the daily report of the sales analyst. Note that $B$ can be positive or negative. A positive value denotes that the agent has made more conversions than what the distribution capacity allows, resulting in a true backorder. A negative value for backorder denotes that there is room for more conversions before the distribution capacity over the aggregation window is reached.

To facilitate encoding of the backorder feature in a chromosome, we discretize backorder into the set of 7 intervals used by Munsey et al. [17], namely $(-\infty, -100]$, $(-100, -51]$, $(-51, -26]$, $(-26, -11]$, $(-11, 0]$, $(0, 10]$, $(10, +\infty)$.

5.1.2 Specialty match feature

Just like advertisers “specialize” in a particular manufacturer/component pair, each simulated user in the TAC/AA game environment has a specific product preference (e.g. Lioneer, TV). A user will only buy the product he has a preference for, and not issue queries for other products in the game. Furthermore, for users with preference for a component matching the advertiser’s specialization (e.g. TV), the odds of converting after an ad has been clicked-through are increased. Finally, a manufacturer receives a bonus whenever selling a product of the manufacturer in which he specializes (e.g. PG). All of the above suggests
that the degree to which a user’s query matches the advertiser’s specialization is useful to take into account when making bidding decisions. The specialty match feature does just that.

In other words, specialty match feature represents the degree to which a user’s query matches with the agent’s manufacturer specialty [12]. A keyword from the query that occurs in the agents specialization is called a hit, e.g., Lioneer is a hit in Lioneer, Audio. A keyword from the query that does not occur in the agents specialization is called a miss. The level of matching between a query and the agents specialization is defined as follows:

- 2 misses: VERY BAD
- 1 miss, 0 hits: BAD
- 1 miss, 1 hit: WEAK
- 0 hits, 0 misses: NEUTRAL
- 1 hit, 0 misses: GOOD
- 2 hits: PERFECT

We adopted this discretization for specialty match feature from [17]. This seemed to be a reasonable set of discretization for this feature to ensure that the agent bids for different queries with either a generic ad or a targeted ad. Later it was seen that agents made some significant revenue through generic ads displayed for less than ‘perfect’ matches.

5.1.3 Return on Investment feature

Measure of Return on Investment (ROI) characterizes the performance of a bidding strategy for a particular query on a particular day. If we need a chromosome to make decisions about the next bid for a query based on its previous performance for that query, ROI values from all the previous days will need to be used.

Return on Investment is a dynamic value that changes from day to day, whereas chromosome characteristics remain static for the entire period of a game. In order to make use of this dynamic information we define ROI parameter per query as, Let $Revenue(q, i)$ denote the revenue obtained for query $q$ on day $i$. Furthermore, let $Cost(q, i) = CPC(q, i) \cdot Clicks(q, i)$,
with $CPC(q, i)$ the average cost per click for query $q$ on day $i$, and $Clicks(q, i)$ the number of clicks obtained for $q$ on day $i$. Note that all of this information can be derived from the daily reports. Return on investment is then defined as

$$ROI(q) = \frac{\sum_{i=0}^{d-1} Revenue(q, i) - Cost(q, i)}{Cost(q, i)}$$

ROI values determine if the agent was able to make significant profit for the queries for which it sent bid values. A negative value for the ROI would indicate that the agent incurred more cost than revenue, and hence no profit. If value of the factor is between 0 and 1, it indicates that the agent was able to balance the cost and revenue for a query. If the value is more than 1, then it indicates that the agent was able to make significant profit for the query. To use ROI as a gene characteristic, we discretized this feature into three intervals: $(-\infty, 0)$ indicating no profit, $[0, 1]$ indicating balanced revenue and cost and $(1, \infty]$ indicating significant profit made.

**Position feature and its drawbacks** One of the key features used to define a chromosome by Munsey et al., [17] was ad position feature. It was discretized as the position values in the TAC/AA game that the agent would desire to be in. The goal of this feature was to ensure that agent’s advertisement stays in impressive positions in the ad space to increase the probability of clicks from the user. During the initial stages of developing an EDA agent, we had adopted the position feature with the same discretization used in [17]. Later during experiments we found that even if we excluded the position feature completely, agents behaved equally competent in the games. Average position for a query type is an effect of high bid values rather than a means to obtain higher profit. Features like specialty match and backorder contributes to higher conversion probability (specialty match through Manufacturer Specialty bonus) and higher conversion probabilities per query increases revenue per query. But the position feature as used by Michael would only cause the agent to bid higher to obtain higher position thus increasing CPC. It would have been helpful if we were to estimate CPC values of other bidding agents.
Figure 5.1: A sample Chromosome representation. Each allele value represents bid adjustment (represented here as percentage values) for each possible situation a bidding agent can be in.

Also, the average positions given in the query reports for the advertisers is not exact, but rather based on a small sample average (average over sample size of 10). Moreover the only reason Michael mentions in his paper about why he chose position is because position is directly related to the number of impressions made. Even though higher number of impressions ensure that agent’s ad was displayed to the search users, impressions do not affect conversion probability, and so we cannot conclude that higher positions would mean better profit.

5.1.4 Fitness of a chromosome

All chromosomes include a gene for every combination of possible values of the 3 discretized features described above, thus each chromosome is composed of 126 real valued genes (7 values for backorder, 6 values for specialty match, 3 values for ROI). Figure 5.1 depicts part of a chromosome and an example of what each gene position signifies. Initially the chromosomes are populated with random values. As evolution progresses during training, the bid adjustment values are optimized for the corresponding bidding situations. Throughout the evolution, we compute the fitness of a chromosome as the average profit value obtained by the corresponding agent in a set of 3 Ad Auction games. We chose to run at least 3 games per generation to ensure that every corresponding agent gets a fair chance of being assigned one of the 3 distribution capacities at least once.
5.2 Application of MARLEDA

Chapter 3 illustrates the general flow of an estimation of distribution algorithm. Initially, a random set of candidate solutions are generated as arrays of random real numbers within a range (-1,1). This represents the seeding population from which further evolution is carried out. Each candidate solution is a linear representation of parameters, called a chromosome that defines a bidding strategy.

5.2.1 Chromosome Selection

Every MARLEDA generation consists of a population with 24 chromosomes. The process of creating the next generation of chromosomes begins with the selection of a subset of the current population. To bias selection towards the best known chromosomes, MARLEDA uses truncation selection [10]. In truncation selection the chromosomes are ordered by fitness, and some proportion $p$ (e.g. $p = 1/2$) of the fittest individuals are selected on an average $1/p$ times. Even though truncation selection is not generally used in the most popular evolutionary algorithms, one important property of truncation selection proved advantageous to our application. Truncation selection is known to have a lower loss of diversity compared to alternatives such as tournament selection. This property reduces the risk of premature convergence in the small populations we used. Note that MARLEDA can be set to use either tournament selection or truncation selection. As we experimented with tournament selection, we observed that the evolved population converged prematurely, and hence we adopted truncation selection instead.

5.2.2 Generating Models

MARLEDA uses a set of random variables $\{X_1, ..., X_n\}$, such that each variable $X_i$ corresponds to a gene $x_i$ ($i = 1 \ldots n$, and, in our case, $n = 126$). Statistical dependencies among the random variables, and therefore among the genes, are recorded in a neighborhood system, thus forming a Markov Random Field (MRF) model. The neighbor relation between
any two random variables is grounded in an observable statistical dependence within the members of the selected subpopulation. Like many EDAs, MARLEDA tests for these dependencies to learn its model. Consider a “partial” MRF whose neighborhood system does not yet fully capture all the observable dependencies. Let $X_i$ and $X_j$ be non-neighbors in the current neighborhood system, each with their own “partial” set of neighbors. If a dependence between $X_i$ and $X_j$ is observable, the neighborhood system should be updated to make $X_i$ and $X_j$ neighbors. Conversely, if $X_i$ and $X_j$ began as neighbors and a dependence is not observable, they should become non-neighbors.

In the original implementation of MARLEDA, Pearson’s $\chi^2$ test is used to calculate the confidence level of dependence between two genes. This statistical testing method is appropriate for nominal random variables modeling nominal genes. However, our chromosomes consist of real valued genes, hence we replaced the statistical testing method in MARLEDA with Spearman’s $\rho$ test. The $\rho$ value between two random variables is calculated as follows:

$$
\rho = \frac{\sum (X_i - \bar{X}_i)(X_j - \bar{X}_j)}{\sqrt{\sum (X_i - \bar{X}_i)^2 \sum (X_j - \bar{X}_j)^2}}
$$

where $X_i$ and $Y_i$ model two distinct random genes over the selected subset of chromosomes in the current population. When two variables are in perfect correlation, their $\rho$ value will be 1. However for our implementation, we set a relaxed threshold of 0.7, a $\rho$ value above which indicates a good correlation, and hence suggests that $x_i$ and $x_j$ be neighbors.

MARLEDA constructs the MRF neighborhood system via a greedy search approach starting from a null neighborhood system. At each iteration pairs of non-neighbor genes are tested. If the confidence level of the pair is at least 0.7, the model is updated to make the pair neighbors. Similarly, pairs of neighbors are tested, and if the confidence level is below the threshold the pair is made non-neighbors. The order of all tests is randomized.

5.2.3 Generating New Chromosomes

New chromosomes are created in MARLEDA by sampling the MRF model. Sampling is performed via a Markov chain Monte Carlo process:
1. \( x^{\text{new}} \leftarrow \text{random chromosome from the selected sub-population} \)

2. \( i \leftarrow \text{a random value uniformly sampled from } [1,126] \)

3. Compute \( P(x_i|x_k, k \in \partial(i)) \)

4. \( x_i^{\text{new}} \leftarrow \text{sample from } P(x_i|x_k, k \in \partial(i)) \)

5. Unless the iteration limit has been reached, return to step 2

5.2.4 Mutation

Even though EDAs frequently do not incorporate a mutation operation, MARLEDA has provisions to retain mutation [2]. We use a decaying mutation factor that modifies alleles as follows:

\[
x_i^{\text{new}} = x_i \pm (r \times \delta)
\]

where \( \delta = (1 - \frac{\text{CurrentGeneration}}{\text{TotalNumberOfGenerations}}) \times 0.10 \) and \( r \) is a random value in the interval \([0,1]\). The \( \delta \) value thus helps decrease the effect of mutation linearly as the number of generations increases.

5.2.5 Replacement

The chromosomes in the population with lowest fitness values are replaced with the newly generated chromosomes. This step implements an elitist strategy where the “best” chromosomes are always preserved from generation to generation. We chose to have \( \frac{3}{8} \)th of the population remain as elitists.

5.3 Ad Choice and Spend Limits

Choosing ads to display and setting spend limits were part of the bidding strategy, even though they were not a part of the evolution process. For queries of type F2 (Table 2.1), corresponding targeted ads are chosen. This is to take advantage of the targeting factor [12]
that influences click probability for a displayed ad. For $F_0$ and $F_1$ queries, corresponding
generic ads are chosen.

Daily spend limits were set for three intervals during a game. For the first 5 days, we set
a fixed amount of 500 as daily spend limit. For the next 5 days, we increased spend limit
by the available balance amount in the advertiser’s bank account. From day 11 to the final
day in the game, we did not set any spend limit.

5.4 Bidding for first two days

Since daily reports from the game server are not available before sending bid bundles for
the first 2 days in the game, we had to use a slightly different strategy for these 2 days.
We initialize the ROI feature value at 0, and Backorder feature value at 5 indicating that
the advertiser has 0 backorder or a positive backorder upto 10. This helps the advertiser
to be conservative in choosing the bid values. Then we take the manufacturer-component
specialization of the advertiser which would be given before the first day (day 0) begins, to
find the exact gene position with the help of specialty match discretization. For day 0, allele
values are used as absolute bid values, whereas on day 1, allele values are bid adjustments
to the bid values sent on day 0.
Chapter 6

EXPERIMENTS AND OBSERVATIONS

We co-evolved 24 bidding strategies through MARLEDA. During training, we decided to respect the default setting of 8 participating agents per game instance as used in the 2009 and 2010 TAC/AA competition. To speed up the fitness evaluation we therefore installed 3 instances of the game server (version 10.1.0.1) so we could run game instances in parallel. In each generation, the 24 chromosomes created by MARLEDA were linked to 24 agents split across the 3 servers, where they each participated in 3 consecutive games, accounting for a total of 9 games per generation. Figure 6.1 depicts the fitness value of the best agent per generation, for 400 generations. The agent to which the best chromosome out of the 24 after 400 generations is linked to, is referred to as the EDAAgent in our experiments below.

6.0.1 Performance

To evaluate the performance of our evolved EDAAgent, we lined up a team including the toughest competitors from the 2009 and 2010 TAC/AA competition that are available in the TAC online agent repository, a collection of agent binaries. The top 5 of the 2009 competition consisted of — in this order — TacTex, AstonTAC, Schlemazl, QuakTAC and DNAgents. Out of these, TacTex and Schlemazl also participated in the 2010 competition, obtaining respectively the 1st and the 2nd place. For our experiments, we decided to include the most recent versions available of all of these agents. For clarity, in Table 6.1 we have appended the year of the version to their name. Furthermore we selected Mertacor, the agent that came 3rd in the 2010 competition. The final spot was given to epflagent, an agent that obtained 6th place in 2009 but did not make it into the finals in the 2010 competition.

Table 6.1 shows the average profit obtained by all of these agents over a total of 40
TAC/AA test games. TacTex remains the undefeated champion. The other strategies from the top 3 of 2009 and 2010, namely Mertacor, AstonTAC and Schlemazl also do well. The lower than expected result of QuakTAC is due to too low bid values which resulted in infrequent display of ads and hence a low impression rate. Even though QuakTAC had a very high return on investment for queries for which its ads were displayed, its low impression rate affected the overall profit score. The epflagent did really well in some of the games, but ended up getting negative scores in some of the other games too, accounting for a low average score.

The most interesting observation for this paper is however that our EDAAgent managed to obtain a comfortable 3rd position among the leaders, and, in particular, managed to outperform DNAgents2009.

Figure 6.2 and 6.3 offer some more insight into the performance of the EDAAgent in comparison with the stronger agents TacTex and Mertacor. From Figure 6.2(a), which depicts the average clickthrough rate for all 3 agents in the 40 test games, it becomes clear that the ads of the EDAAgent attract a lot more clicks than those of the other agents, and, as Figure 6.2b documents, these clicks are also substantially more expensive on average. However, they do not lead to more, or more profitable, conversions. As is clear from Figure
<table>
<thead>
<tr>
<th>Position</th>
<th>Agent</th>
<th>Average Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TacTex2010</td>
<td>67 345</td>
</tr>
<tr>
<td>2</td>
<td>Mertacor2010</td>
<td>54 802</td>
</tr>
<tr>
<td>3</td>
<td>EDAAgent</td>
<td>47 326</td>
</tr>
<tr>
<td>4</td>
<td>AstonTAC2009</td>
<td>44 619</td>
</tr>
<tr>
<td>5</td>
<td>Schlemazl2010</td>
<td>41 926</td>
</tr>
<tr>
<td>6</td>
<td>DNAgents2009</td>
<td>40 145</td>
</tr>
<tr>
<td>7</td>
<td>QuakTAC2009</td>
<td>7 735</td>
</tr>
<tr>
<td>8</td>
<td>epflagent2010</td>
<td>796</td>
</tr>
</tbody>
</table>

Table 6.1: Scores of agents over 40 TAC/AA games

6.3, the revenue of the EDAAgent is only comparable to that of TacTex, and even lower than that of Mertacor.

As Table 6.2 illustrates, most of the EDAAgent’s revenue stems from queries that are perfect or good matches with the advertiser’s specialization. The fact that no revenue was made on neutral queries can simply be explained by the fact that the ads of our EDAAgent were not displayed for such queries (cfr. the average position of 0 for F0 queries reported in Table 6.3). It is reasonable for a bidding strategy to not aim high for these kind of queries, as the users issuing them are the least likely to buy in the game environment. Note however that we did not impose a heuristic of bidding low for F0 queries ourselves, but that this reasonable bidding behavior emerged automatically through the evolutionary learning process.
Figure 6.2: (a) Average clickthrough rate and (b) average cost per click of top 3 agents in 40 games

Figure 6.3: Average revenue of top 3 agents in 40 games

<table>
<thead>
<tr>
<th>Specialty Match values</th>
<th>% Revenue made</th>
</tr>
</thead>
<tbody>
<tr>
<td>very bad</td>
<td>0</td>
</tr>
<tr>
<td>bad</td>
<td>5.4</td>
</tr>
<tr>
<td>weak</td>
<td>3.6</td>
</tr>
<tr>
<td>neutral</td>
<td>0</td>
</tr>
<tr>
<td>good</td>
<td>40.4</td>
</tr>
<tr>
<td>perfect</td>
<td>50.6</td>
</tr>
</tbody>
</table>

Table 6.2: Revenue made by EDAAgent for various specialty matching values as percentage over total revenue, averaged over 40 consecutive games
<table>
<thead>
<tr>
<th>Query Focus level</th>
<th>Average Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>F0</td>
<td>0</td>
</tr>
<tr>
<td>F1</td>
<td>2.56</td>
</tr>
<tr>
<td>F2</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 6.3: Average position of EDAAgent for various query types in 40 consecutive games

<table>
<thead>
<tr>
<th>Position</th>
<th>Agent</th>
<th>Avg Score</th>
<th>Avg CTR (%)</th>
<th>Avg CPC ($)</th>
<th>Avg Conversion Rate (%)</th>
<th>Avg ROI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EDAAgent1</td>
<td>40 467</td>
<td>34</td>
<td>1.04</td>
<td>24.2</td>
<td>142.64</td>
</tr>
<tr>
<td>2</td>
<td>EDAAgent2</td>
<td>38 993</td>
<td>35</td>
<td>1.47</td>
<td>23.4</td>
<td>123.48.92</td>
</tr>
<tr>
<td>3</td>
<td>EDA_DNA_1</td>
<td>12 820</td>
<td>19</td>
<td>1.07</td>
<td>9.9</td>
<td>19.61</td>
</tr>
<tr>
<td>4</td>
<td>EDA_DNA_2</td>
<td>322</td>
<td>21</td>
<td>1.00</td>
<td>8.7</td>
<td>−1.33</td>
</tr>
</tbody>
</table>

Table 6.4: Ranking and average game statistics of agents developed using MARLEDA and differing in chromosome encoding over 40 TAC/AA games. The other 4 participants in these games were dummy agents provided by the game environment.
6.0.2 Influence of ROI feature

The approach proposed in this paper differs from the work from Munsey et al. ([17], DNA-gents2009 in Table 6.1) in 2 aspects: (1) we used MARLEDA instead of a GA, and (2) we have swapped Munsey et al.’s original ad position feature for a new ROI feature. To investigate to what extent the improvement of our EDAAgent over Munsey et al.’s DNAgents can be attributed to the use of this different feature, we ran an additional experiment.

Munsey et al.’s ad position feature simply encodes the average position obtained by the ad for query type \( q \) on the previous day. This feature is discretized into 6 possible values: 1, 2, 3, 4, 5, and \( > 5 \). Value \( > 5 \) means that the ad did not get a slot position in the top 5, which might mean that it got a lower ranked slot, or no slot at all. The other features used by Munsey et al. are identical to the backorder feature and the specialty match feature described in chapter 5. Hence each chromosome corresponds to an array of \( 7 \times 6 \times 6 = 252 \) real valued genes.

We evolved 100 generations of bidding strategies using MARLEDA and with a chromosome encoding identical to that of Munsey et al. as described above. In other words, the chromosomes were constructed with the ad position feature as proposed by Munsey et al. in place of the ROI feature that we introduced in chapter 5. We mapped the best 2 chromosomes from the 100th generation into the 2 agents called \( EDA_{DNA\_1} \) and \( EDA_{DNA\_2} \) in Table 6.4. We had them compete against the top 2 agents from the 100th generation from Figure 6.1, called \( EDAAgent1 \) and \( EDAAgent2 \) in Table 6.4, as well as 4 so-called dummy agents (bidding strategies provided by the game environment). To allow for a fair comparison, bidding tactics apart from the automatically learned ones, including spend limit and bidding tactics for the first 2 days, were set equal for all EDA evolved agents (as described in chapter 5, which differs from the way these issues are addressed in [17]).

Table 6.4 shows the result of a competition among these agents, i.e., the average score over 12 consecutive games. We observed that the strategies with the chromosome encoding proposed by Munsey et al. bid higher values to obtain higher average ad positions. However they were unable to make significant profit from the top positions consistently. This
indicates that, apart from the choice of a GA or an EDA to evolve bidding strategies, the use of a return on investment feature instead of (or perhaps, in addition to) an ad position feature has a beneficial effect.
Chapter 7

CONCLUSION AND FUTURE WORK

We have created a framework to evolve intelligent bidding strategies for ad auction mechanisms through a very powerful estimation of distribution algorithm. Our aim was to evolve bidding strategies with less randomness than a genetic algorithm approach, and our results prove that statistical modeling of successful strategies are indeed useful in creating better solutions. Even though the results are convincing, we believe that there is still additional room for improvement. Given the limitations of the TAC/AA game, we were able to define a chromosome structure that would be efficiently used throughout a game instance. However, inclusion of more parameters could theoretically improve the performance of agents, if the learning mechanism can efficiently handle the larger solution space.

We believe that the full power of MARLEDA algorithm can be exploited using a bigger population size. As the population size increases, the time required to train good strategies would increase as well. Each iteration of evolution took at least 18 minutes, and hence evolving about 400 generations was a very long process. The vast majority of this time was spent running TAC/AA games, which was further complicated by issues with the TAC/AA server such as connection time-outs.

Even though we have encoded a good set of parameters in our chromosome structure, none of the features are directly related to user distribution in the TAC/AA game. During our testing phase, we observed that user distribution seems to be influencing the profit values to a significant extent. User distribution modeling, however useful it may be, was out of scope for our work. The return on investment feature utilized in our chromosome structure indirectly captures the effects of user transactions within a game instance. We hope that if we let the evolution run for more iterations, then we might be able to obtain better strategies. Such strategies might take into account user distribution states and how
they would affect profit of a bidding agent. Our future work includes testing this hypothesis through longer evolution processes.
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